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Using Maple to Perform Least Squares Fit (or Regression)

CURM Mathematical Background, Fall 2014

Linear Regression
Look at an example of height vs. age.  The data is copied from An Introduction to the Mathematics of
Biology, with Computer Algebra Models
by Yeargers, Shonkwiler, & Herod.

We can actually find the linear least squares fit using the formulas determined in class:
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6.464285714

72.32142857

Alternately, we can let Maple find the least squares fit for us.
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Set up a sequence of points for plotting purposes:

Include the plots and stats libraries.

Set up the graph of the points, and then determine the least squares fit.  This is done using the fit 
function, which has as a category leastsquare, which we can further define as the line.  The 
arguments of the fit function are the age and ht sequences.

We can recapture the values of the slope, m, and the y-intercept, b, as follows:

6.464285714

72.32142857

Finally, store the plot of the line thus determined into another variable, Fit, and display the two plots 
together.
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It appears that our model is a close fit.  Let's look at the residuals, and see if our model appears to be 
acceptable.
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Since the residual does decrease in absolute value, and is nowhere very large, it apperas that the 
model is acceptable.

Fitting a Power Curve

Look at an example of ideal weight vs. height for medium built males.  The data is copied from An 
Introduction to the Mathematics of Biology, with Computer Algebra Models
by Yeargers, Shonkwiler, & Herod.
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The bulk of the data appears linear, so let's try a linear least squares fit.
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The residual appears to be increasing towards the end of the height range.  This tells us that the 
model needs to be refined.  Since we know that in many geometric solids, the volume changes with 
the cube of the height, we will try to find a cubic fit for the data.
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This appears much better.  Let's look at the residual.
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The residual is much better now, and appears to be decreasing as the height incrases.

Can we do better?  Suppose we try to find a fit of the form 
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0.1681952344

4.685291069

108.3418027
Problem:  n should be an integer.  But, let's allow non-integer powers, since the mathematics behind 
this approach does not require an integer (we just took the natural log of both sides to get a linear 
equation).
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As mentioned above, ideally n is an integer, or at least a rational number.  The rational number 

closest to n is .  So, let's re-do the above using that value of n.Error, missing operator 
or `;`
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Is this result any better, in terms of the residual?  Let's check.
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The results are virtually identical (not surprisingly).

The residual is very high for some of the values.  Why do you think this is?  What do you think 
would happen if we looked at the residual of the results using the logarithm of the values?

Multiple Regression

Let us look at Example (3) from the class notes.  Again, the data is copied from An Introduction to 
the Mathematics of Biology, with Computer Algebra Models
by Yeargers, Shonkwiler, & Herod.

First, set up the data sequences and include the stats library.  BMI is defined as the weight (in kg) 
divided by the square of the height (in m).  The data for the height and weight below is given in 
inches and pounds, respectively.  Therefore, in order to determine the BMI, we need to convert the 
height and weight to their metric equivalents and do the division.
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We will now compute the least squares fit.  Notice that here we don't specify a linear least squres fit.  
This is because Maple computes a linear least squares fit by default, with the last variable listed 
(here, c) being the dependent variable.

Is this a good fit?  Let's check it out using sample data not used in the calculations.  The subject is 
64.5 inches tall, weighs 135 pounds, and has skin-fold that measures 159.9 millimeters.  Her true 
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body fat percentage is 30.8.  The predicted value is

32.31524865


