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Automation Design: Its Human Problems
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This paper examines some of the general features of automation technology and
explores certain human issues pertaining to the design of automated systems.
After preliminary conceptual clarification of the components of an automated
system and the level of knowledge that would make automation feasible, the paper
explores the human problems facing designers of automated systems.
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1. THE RISE OF AUTOMATION: A LOGICAL BEGINNING

The emergence of technology as well as the entire rationale behind it can
probably be traced back to the realization on the part of primitive humans
that they had a relatively weak body (as compared with many other creatures)
but a strong mind. The strength of the mind made up for the weakness of
the body by enabling human beings to invent tools that could enhance
their physical capabilities. The lever, the pulley, and other "simple machines"
are examples that immediately come to mind. Thus conceived, technology
flourished for a few thousand years as a muscle-saving phenomenon.

At some point in the recent past, the question must have been raised, "If
the human mind can amplify the muscle, why can't it amplify itself?'" With
this question, a new generation of technology (referred to as cybernetic,
automated, etc.) was born. Mind-enhancing technologists aim at understand
ing a piece of the human mind (as manifested in a particular mental activity)
so well as to discover the exact logic (algorithmic procedure) behind it, hence
enabling humans to implant that logic into a machine which would then
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perform that activity for them much as they would have done it themselves,
or perhaps even more efficiently (Ackoff, 1974, p. 17).

2. MENTAL ACTIVITY AS AN AUTOMATABLE FUNCTION

How are we to define "a piece of the human mind?" From a pragmatic
viewpoint, we must define what the human mind is in terms of what the
human mind does, namely, mental activities. Mental activities (or processes)
are directed, integrated successions of mental states. Since mental states are
definable in terms of functional properties of purposeful behavior (Ackoff,
1972, p. 72), it seems reasonable to conceptualize mental activities in terms
of their observable manifestations, Le., result-producing purposeful behavior.
Like any purposeful activity, a mental activity is aimed at producing a result.
But it must be distinguished from purely physical activities, for they produce
results too. The distinction has to be found in the unique features of the mind
itself. We are not going to delve into the intricacies of the human mind and
its various functions (cognition, volition, emotion, etc.), which have kept
philosophers arguing for thousands of years (Peters and Mace, 1967). For
tunately, we do not have to. All we need to do is to capture those mental
elements which allow us to understand how a machine mimics the human
mind. In order to understand the nature of automatic design, it is useful to
clarify all mental activities as falling into one of the following four categories.

First, there is the goal-setting type of activity. This has to do with
imaging a situation, usually different from what is actually present, which is
either desirable (and therefore ought to be reached) or undesirable (and
therefore ought to be avoided). The two key elements are

• imagining (which goes by other names such as envisioning, conceiv
ing, visualizing, picturing in the mind, fantasizing, etc.) and

• values (which is related to such dichotomies as desirable/undesirable,
good/bad, acceptable/unacceptable, satisfactory/unsatisfactory, etc.)

Goal-setting is perhaps the most human characteristic of the mind.
The second type of mental activity, which is not so characteristic, is

mel/suring. This has to do with sensing an external entity and describing (one
or several of) its attributes in terms of a predefined scale. Measuring is more
than mere sensing, for it involves translation of what is sensed into pre
determined units of measurement. The design of those units is part of what
makes measurement a mental activity. The other part is the translation
(description) effort, which is surely more than physical. The point is well
made in psychology and also in philosophy of science (Hanson, 1958), where
a distinction is drawn between "seeing" and "seeing as." Seeing an object
does not become a mental activity unless it is seen as. Seeing the full moon

is not measurement per se. But seeing the full moon as a "luminous disk"
does involve a mental act of measurement, however primitive. Likewise,
seeing a door is not a mental activity per se, but seeing it as a "closed door"
(by an automatic system which is programmed to open the door anytime an
object reaches within 6 ft of it) is a mental activity. This is a significant
distinction because the monitoring mechanism in an automated system
always measures a particular aspect of the object being monitored and hence
sees it as.

Comparing two things is the third type of mental activity. In actuality,
what we compare (in automatic design) are not two objects, but the actual
state of an object vs its desired state. More specifically, we compare what
should be (as produced during the imagining phase) with what is (as provided
by the measurement phase). The comparison takes place in such a way that
the outcome is either "yes" or "no." For such a concreteness to be achieved,
it is obviously necessary that we should have already defined "what should
be" and "what is" in very specific terms. Otherwise, the comparison would
not yield an unambiguous response.

The last type of mental activity has to do with deddinK (choosing,
selecting, etc.). If the outcome of the above comparison is "yes" (i.e., what
should be coincides with what is), then the decision will he to maintain the
status quo. Otherwise, if the desirable and the actual do not coincide, .then
the decision will be to change the status quo. But what should be the nature
of the change? In automatic systems, the nature of the change is predefined.
For example, in very simple systems with only two states, the nature of the
change would be to switch to the other state (from the one the system is
currently in). In more complicated systems, more comparisons may be
required before the specific nature of the change is determined.

The concept of automation expounded above is not new. Others (for
example, Litterer, 1965, p. 237) have put forth essentially the same idea. Still,
there appears to he an overlap between automation and mechanization
(Ginzberg, 1982). The reason for confusing automation with mechanization
may be that automation involves the use of machines as substitutes for
human labor. However, the equating of the two is unfortunate in that
mechanization (the use of machines) can take place without true automation.
An "automatic" garage door opener is really not an automated system
because it is a labor-saving device rather than a mind-saving device in the
sense of the four-component model descrihed above.

Perhaps an "automatic" garage door opener is so called for marketing
reasons. Or maybe because it is electronic and high-tech. There is indeed a
popular tendency to equate automation with electronic high-technology, and
vice versa. This is quite unfortunate in that such an equation overshadows
the ingenuity of some of the earlier automated systems which were completely
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mechanical (such as Watt's steam engine), while unduly glorifying those
electronic technologies which are really an extension of the human body and
not of the mind.

Mechanization (i.e., the utilization of mechanical tools in performing
work) may be the first step in automation, but it is surely not the essence of
automation. If it were, then the distinction between (say) a typewriter and a
word processor would disappear. Yet one is a case of mechanization while
the other is a case of automation. Of course automation itself has ;arious
levels, depending on the number of mental functions in performing a job that
are automated..Word processors which are automated with respect to (say)
only return-at-the-end-of-the-Iine are obviously not as advanced as those
which are automated with respect to other functions as well (such as right
margin justification, spelling correction, page feed, etc.). One of the early
exponents ofautomation commented on the nature ofautomation as follows:

(Automation) differs from mechanization in the very way it regards the problem
of production. Automation requires us to view the production processes as an
INTEGRATED SYSTEM and not as a series of individual steps divided accord
ing to the most economic distribution of human skills--or even of individual
machines. (Diebold, 1955)

Perhaps it would be misleading to suggest that there is a simple
dualistic dichotomy between mechanization and automation. Rather, various
researchers have suggested that there is an entire spectrum of levels between
the two. Of the taxonomies addressing this issue, one of the earliest is that
developed by Bright (1958) in which a 17-point scale spans the gamut from
manual work at level I, to the capability to anticipate action required and
adjust it at level 17. Similar taxonomies have been provided by Amber and
Amber (1962), in which there are 10 levels, and also by Khandwalla (1974),
Tracy and Azumi (1976), and Marsh and Mannari (1981).

3. KNOWLEDGE FOR AUTOMATED DESIGN

In constructing the above model of automated design, we adopted a
pragmatic approach toward understanding the human mind. We continue
this pragmatic attitude, trying to understand the variety of types of knowl
edge which produce automated design. From a pragmatic standpoint (see
Ackoff, 1972, pp. 46, 47, 144), knowledge is to be distinguished from infor
mation and understanding. Information has to do with factual statements
which are descriptive of entities or events and which produce a change in a
person's probabilities of choice. Understanding has to do with the reasons
why things are related the way they are. Knowledge, in contrast, is taken in

the sense of how to make things happen according to predefined criteria. In
more detail, we want to distinguish among the following three:

• KiloII' that (know who/know what/know when/etc.), which is infor
mation. More formally, let us define "information" as the symbolic
representation of an attribute of an entity or event, useful only when
communicated to a purposeful system for reducing uncertainty about
reaching its desirable states or avoiding undesirable states. Knowl
edge of a factual nature, although it may be false, is information.

• KiloII' why, which is understanding. This type of knowledge, unlike the
above type, is theoretical and hypothetical (i.e., hypothesis-based)
because its aim is to explain why things happen the way they do. One
explanation may be more powerful or comprehensive than another
but not more true in a factual sense. Explanations are statements of
reasons why relationships among certain events exist. The events they
try to explain may be very real, but the relationships connecting them
do not belong to the reality of the same order.

• KiloII' how, which is knowledge in our sense of the word, namely,
ability to pursue a course of action that produces a desirable outcome.
Since this paper deals with the know-how sense of knowledge, it
becomes necessary to explore the various levels of know-how in order
to gain a deeper understanding of the role of knowledge in automa-

tion.
As far as automation is concerned, there are three distinct levels of knowledge
(i.e., know-how) corresponding to three different ways of doing things. Their
correspondence is explored in what follows.

One way of performing any task is doing it randomly. With this method,
the outcome of action is completely determined by chance, rather than
by any reasoning or strategy. As an example, inost people tend to buy
lottery tickets following this method. The random method represents the
lowest level of knowledge, namely, ignorance. At this point in time, our
knowledge regarding how to predict earthquakes, how to cure cancer, how
to control the climate, and how to do a host of other things is at this level.
Random selection is the only "method" that could be available under these

circumstances.
A second way of performing a task is doing it intuitively. This means

doing it based on some method evolved from many trial/error experiences
but which (method) is hard to articulate explicitly in a step-by-step manner.
Hence, the method, although there is one, has remained tacit and intuitive
(Polanyi, 1966). This corresponds to a level of knowledge we may call the
"know-how" level, where we are dealing with things we know how to do, but
we do not quite intellectually comprehend exactly how we do them. Examples
are talking, riding a bicycle, and recognizing a familiar face. We can talk
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wit.hout needing to know the exact procedure for vibrating our vocal chords,
activating our muscles, and moving our jaws: The same with a personnel
manager who may be a recruiter of capable employees but who may not be
able to articulate clearly the exact procedure he follows in making such
effective decisions.

. A third possible way of performing a task is doing it systematicalll'.
ThIs means doing it base~ on a method that can be stated explicitly a~d
~namblguously, so clearly In fact that any person or any machine performing
It would produce the same result. This corresponds to a level of know-how
that may be term~d "selj:kfloll'ledge." The reason for this peculiar terminology
has to be found In the fact that with this type of knowledge, not only do we
know ~ow to ?o things, but also we are aware of the exact procedure we
follow In carr~mgout those tasks, so much so that we can objectively express
and communicate them to others. The emphasis on "self" derives from the
focus of att.ention bei~g not merely on performing the task, but on catching
oneself(as It were) dOing It. The self-awareness thus achieved is the real key
to making possible the transition from intuitive understanding to systematic
method. Examples of systematic procedures are payroll processing, balancing
a checkbook, and well-structured games such as chess.

While t~e practical implication of ignorance (lack of knowledge) is
su~eflng (being at the mercy of uncontrollable events), the practical impli
catIOn of know-how is that with experience and repetition we become better
practitioners and get closer and closer to the self-kn;wledge level. The
practical implication of self-knowledge is automation, as explained in the
section ~n the rise of automation. If we discover the exact procedure behind
performing a task, then we can code those procedures and communicate
them to a machine which would perform the task for us.

It is worthwhile pointing out that there is also a fourth level of knowl
edge, which may be termed self-automation. Whereas the third level dealt
with understanding the logic behind this or that process so that automation
could be accom~lis~ed, the fourth level deals with understanding the logic
behmd automation Itself as a process. In other words, on the fourth level, we
try to comprehend the process and nature of automation so well that we can
autOlm~te the automation process itself. The variety of generations of pro
gramming languages is indicative of this phenomenon. Specifically, a third
generation language (such as COBOL) allows us to write code for performing
a particular task. Some fourth-generation languages (Martin, 1986) are capable
of auto~atically generating that third-generation code. Thus the object of
automatIOn becomes automation itself rather than a specific mental task. In·
the limiting extreme, we see the case of a completely automated robot which
may be indistinguishable from a human and which, through many layers of
software, can translate human-like messages into machine languages. Some

(i.e., mechanists-the advocates of the philosophical doctrine of mechanism)
tend to go as far as saying that that robot is really us!

4. HUMAN PROBLEMS OF AUTOMATION DESIGN

"Automation design" and "automated design" are different. The former
has to do with the process of automating a mental function, while the latter
refers to its product. The area of the human problems of automated deSIgns
(i.e., products) is well researched. However, little work ~as been done on
understanding the human problems facing those who deSIgn such products.
In this vein, we will then understand "automation design" .to ~efer to the
process of developing an automated system, rather than of usmg ItS pro.duct.

So far in this paper, we have defined automated deSIgn t.o .conslst of
four elements: goal-setting, measuring, comparing, and decldm~. After
discussing the general form of the logic behind automa.ted d.eslgn, we
examined the epistemological conditions under which thIs logIC c~n be
discovered. Specifically, we argued that the logic is discovered only If and
when we go beyond mere know-how and analyze the nature of the know-how
itself. If we can know how the know-how works, then this would mark the
beginning of automation for the particular function under c~nsider~tion. We
now reexamine these issues in the case of automated deSIgn takmg place
within its real-world context, namely, a social system context.

By a social system context, we mean situations wh.ere pur~oseful
humans are working together to accomplish certain goals. RIght off, It must
be admitted that ALL automation works within a social system context.
Automatic systems are designed by human beings for human bemgs. More
over, they are maintained, serviced, and operated by human bein.gs. ~ hum~n
environment surrounds all automated design. Hence, the followmg I~sues a~e
not special cases of more general situations but are universally applIcable m
themselves. Speaking of automation in a social system context, we are. not
implying that there is any other context within which it can be examl~ed
meaningfully. Rather, we are acknowledging that the context of all.automatlOn
is the human context and that obstacles (to effective automatIOn) due to
specifically human factors must be identified and analyzed. These ~bstac1es
exist in both the design phase (where the four elements are determined and
integrated) and the operation phase (where the system is activated a~d,
depending on the input provided, produces certain o~tputs). The followlllg
discussion focuses more on the human problems typIcally faced dl/rlll/{ the
design phase rather than alier the system has ?ecom~ ful~y operational.

It may be more clear to make the followmg pomts In reference to an
illustrative example. There arc relatively simple automated systems, and then
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there are somewhat more complex automated systems. How complex an
example do we need? What, in the first place, do we mean by a complex
automa.ted system? Before providing an illustrative example, we need to delve
deeper Into the question of complexity.

In a recent conceptual analysis, Flood (1987) disassembles complexity in
terms of systems and people. Systems are complex to the extent of the number
of. the.ir parts and the relationships among these parts. Further support for
this ~Iew comes from Klir (1985), who states the above as the first general
~nnclple of ~ystems comple~~t~. Flood goes on to explain people complexity
In terms of Interests, capablhtles, and perceptions.

. Flood's distinction of systems vs people complexity is highly relevant to
t~IS paper. Systems complexity is of a technical nature. Engineers deal with
hlg~ly complex systems which, from a people perspective (say, in terms of
project management), may not be that complex. On the other hand, there are
examples of people complexity (say, in the area of job satisfaction or
emp!oyee ~~rale) which are not necessarily accompanied by technical com
pleXity. This IS because people complexity is ofa human nature. The relevance
of Flood's ditinction to this paper is that our main concern here is with
human (people) rather than technical (systems) complexity. In what follows
we explore this relevance in more detail. '

Of the four elements of automated design discussed earlier, three corres
pond to the th~ee ingredients of people complexity listed by Flood. Specifi
cally, goal-settt.ng relates to human interests, measurement corresponds to
hum~n pe.rceptlOns, and deciding incorporates capabilities. Following these
relatIOnships, we define the complexity of an automated design in terms of

• the extent to which the various users have different interests in the
system's function,

• the degree to which different perceptions result in divergent measure
ment methodologies, and

• the extent to which there is lack of unanimity about how to enable the
system to act under various conditions.

An ex~mple of. a very simple automatic system is a word processing
package which provides for right-margin justification. A slightly more com
plex sy~tem would be a word processing package with automatic spelling
correctIOn. The complexity lies in whether, for example, "fianc" must be
corrected to "fiance" or "fiancee." A more complex example would be an
automatic teller machine (ATM) which dispenses at most $200 per day to
each cust~mer. The goal may be questioned and challenged (i.e., why not a
$~OO maxImum pe~ day?) .and t~e ~easurement may be erroneous (it may
dispense nine $20 bills, while registering the transaction as involving 10 such
bills). A still more c.omplex example would be that of an automatic system
that approves or rejects new applications for credit cards. A case in point

would be the one used by the Hertz Corporation, which has generated over
7 million credit cards for people throughout the world (Parker, 1984). When
a potential customer fills out an application for a credit card, the information
is then fed into the computer, which scores the application on factors such
as credit references, income, and current employment. If the score is high
enough, a credit card is issued; otherwise, the computer system automatically
types up a letter ofdenial or indicates that more information is required. This
is a relatively complex level of automation in that all four elements can easily
become subject to controversy.

Historically, automation started with highly mechanical systems, then
entered the human organization via mostly clerical tasks. With the emergence
of decision support systems, expert systems, and artificial intelligence, auto
mation is penetrating the social system profoundly. More and more human
activities are being automated, with farther and farther impacts on human
beings. As the complexity of automation is thus increasing, it would be
appropriate to select an example, for analysis purposes, that touched human
lives in an intimate manner. Let us take the case of an automated system
which receives as input data about the performance of employees in an
organization and provides, as output, a letter addressed to each employee
informing that person of his or her employment status (contract renewed or
terminated) for the following year.

I am personally not familiar with any such system being operational at
the moment. But this does not detract from the appropriateness of fhe
example for several reasons. First, it has many features common with similar
systems, such as the Hertz credit card system discussed earlier. They both
receive multidimensional data about certain people and produce a binary
decision of importance to those people.

Second, the proposed example takes our attention away from the
mechanical (hardware) details and directs it toward the logic of automated
design, where it belongs. Automation is less a matter of mechanized decision
making than of structured production. Therefore, automation can be viewed
as a philosophy of production (Diebold, 1955). In the limiting case, where
every behavior in an organization becomes governed by rigid structures, that
organization turns into a bureaucracy, with every human member of it
having become a cog in the wheel. As such, automation is also a philosophy
of organization.

Third, the selected example is appropriate because it foreshadows
the direction in which automation is taking us. We can already witness
many vital decisions being made in highly structured, automated ways. For
instance, many universities, faced with thousands of faceless applicants,
follow a strict "formula" in figuring out who to admit. If we realize that
decisions of such importance (to candidates) are being made automatically,



76 Rahmatian Automation Design: Its lIuman Problems 77

then our hypothetical example may appear less farfetched. We now proceed
to the task of deriving, from the framework established, the human problems
of automation design.

Goal-setting, the first mechanism of automation, becomes problem
atic to the extent that the human element enters the picture. The specific
human clement being referred to here is that, as has been argued elsewhere
(Rahmatian, 1985), goals in social systems exhibit a distinctly hierarchical
nature. A goal is, at one and the same time, an end with respect to lower
goals, and a means with respect to higher ones. Hence every goal (with the
exception of the lowest and the highest) has a dual nature-it is both an end
and a means. This chain of ends and means makes it difficult to speak of "the
goal," for "the goal" typically turns out to be sandwiched between a higher
and a lower goal. Automation does not begin until these goals find a
measurable expression reflecting their totality. Let us refer to our illustrative
example to see what this means.

In our hypothetical case, we have a system which makes a binary
decision (keep vs dismiss the employee) based on certain characteristics of the
employee. What is the goal here? It appears to be something like, "to retain
only competent employees." This goal is sandwiched between two other goals.

• The higher goal is "to have a competent work force," itself a means
to higher ends which probably have to do with the mission of the
organization. A subgoal of the stated higher goal would be "to hire
competent employees."

• The lower goal is "to retain only those employees whose Overall
Performance Score exceeds X," where X is some critical cutoff point.
It is clear that automation cannot be achieved in the absence of such
concrete operationalization.

So far, so good! But, two critical questions remained unanswered: How is the
Overall Performance Score (OPS) to be operationalized? and To what value
should the cutoff point be set?

The academic response would be that these two issues are part of what
operationalizing the qualifier "competent" involves. This is correct but, in
reality, not as trivial as it sounds. The first issue, the choice of criteria which
become part of the measurement of OPS is, in practice, fraught with con
troversy and conflict. Typical criteria would be quality of output, quantity of
output, interpersonal skills, growth potential, communication skills, etc. Is
this list complete? Maybe "perceived loyalty" should also be added, for how
useful can a competent employee be if she views her experience with a firm
only as a stepping stone to a better position in another organization? It can
be argued that many other factors must be considered too. Even if the given
list is deemed complete, then the question of relative weight remains. How
significantly should each criterion figure in the operational definition ofOPS?

The second issue is, How should the critical cutoff point be determined'!
Elaborate schemes may be designed for answering these questions, although
in practice answers seem to be dictated more by convenience and expediency.
In the case of the ATM mentioned earlier (in connection with dispensing at
most $200 per day to each customer), it is hard to imagine that "scientific
research" yielded the perfectly round number of 200! We know it did not for
another reason: that this number keeps changing every so often.

DitTIculties in establishing a consensual measure of performance are
rooted in the diversity of human goals. What constitutes success or failure is
often a matter of controversy. Different actors in a social unit, looking at the
same reality, may see it as desirable or undesirable, depending on their
perspective. Being rooted in many complex factors (personality, culture, past
experience, social pressure, individual motives, etc.), these diverse perspec
tives are not easily reconcilable. The point has been beautifully illustrated in
a cartoon that shows two derelicts, one happy, the other sad. The happy one
is saying to his friend, "You're a failure because you wanted to be a tycoon,
I'm a success because I wanted to be a bum!"

Measurement is the second element in automated design. The human
problems of measurement are to be found in its subjectivity. 0n the one hand,
automation is inconceivable apart from purely objective measures. The
reason for this lies in the fact that, in principle, automated functions must be
performable by machines, and machines work on objectively expressible
principles. They cannot handle human subjectivity. On the other hand,
achieving complete objectivity is not human; it is superhuman. Take our
automated contract renewal system again. How is the OPS to be measured
for each employee? It is to be measured based, ultimately, on its ingredient
criteria (quality and quantity of output, interpersonal skills, etc.). But how
are these to be measured? Some criteria (such as the quality of output) may
be measured objectively. But many other criteria remain for which it woulo
be hard to imagine completely objective measures, such as the quality of
output (where relevant) and perceived loyalty to the organization. The
inevitable presence of a subjective element in measurements involving human
judgment seriously weakens the prospects of their becoming automated.

The third element of automated design discussed in this paper is compar
ing. This may sound very straightforward. After all, it may be argued, if there
is agreement on what the goal is and how to measure it, does it not follow
that comparing the "is" and the "ought" must be a trivial task? Again, from
an academic standpoint, the answer would be yes. But when the human
element enters the picture, complications arise. Recall that comparisons
between the actual and the desired. in order to become part of automated
design, must yield an unequivocal yes/no result. Fuzzy outcomes such as
"maybe," "to some extent," "mostly," and "not quite" are to be ruled nut
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since they are too ambiguous. Moreover, as our model indicates, the yes/no
outcome or the comparison process must be conveyed to the deciding mech
anism which, based on preprogrammed decision rules, would determine the
appropriate course or action.

To understand how the human element enters the picture, let us rerer to
our illustrative case. Suppose the threshold point is set at 80, i.e., only those
workers whose OPS is equal to 80 or greater will be retained. Now suppose
a certain employee's OPS equals 79.99. Strictly speaking, this person must
not be retained. But shouldn't the figure be rounded to 80? Arter all, given
the subjectivities inherent in measurement, it is quite likely that an error or
0.01 was generated by one or our measuring instruments. No measurement
process is 100% reliable. Admitting this possible error and subsequently
rounding off the OPS to 80 would entirely reverse the decision, or course.

As a solution to this problem, it may be proposed that a margin or error
(say 2) be established. This will not work. First, it runs counter to the
rundamental nature or automation, which requires the comparison process to
yield a yes/no answer. Second, with the proposed approach we are only
pushing the problem rurther down. What about the person whose OPS now
equals 77.99 (again, 0.01 point short or the new threshold point or 78)?!

In the rourth element or automated design (i.e., deciding) we find the
greatest challenge to designing automation within social systems contexts.
The two rundamental issues are as rollows:

• What is the totality or possible decisions (system states) that the
deciding mechanism can choose rrom when changing the status quo?
And how do we know ir the repertory is really complete?

• Even with the most complete repertory or possible states to switch to,
how do we know which state to switch to rrom the one the system is
currently in?

The first issue takes us to the very heart or design as we understand the
term in systems theory (Weinberg, 1982), namely, the generation or alter
natives. This is the most imaginative step in automated design. Imagining
every possible contingency that may arise and devising counteractive responses
ror each is the kind or task that calls ror mental discipline in addition to
creativity. As applied to our illustrative case, the question becomes, Why a
binary decision (retain vs dismiss employee)? There are other possibilities
such as extending a probationary contract. This itselr is really a set or
alternatives, ror there can be probationary contracts or various lengths
(I month, 2 months, etc.).

The second issue is, What decision rules govern the assignment or
actions to situations, and what assures us that these rules will really work?
The derivation or decision rules is guided by the statement or the goal.
For instance, going back to our example, ir OPS has been operationalized,

and ir the cutoff point has been set to 80, then the decision rule would

be
IF OPS ~ 80 THEN

Retain Employee
ELSE

Fire Employee
In automated systems with binary outpuls it is not dillicult to derive the

decision rules rrom the goal statements. However, as we argued, binary
systems do not quite capture the complexities or reality. With more than two
possible states ror the system to have, the multiplicity or cutoff points
parallels the multiplicity or goals in complexity. Thererore, the same points
made about the human problems or goal-selling apply here again.

5. CONCLUSION

Ir and when automated systems produce results that are undesirable,
those results can be overriden by humam beings. In overriding automated
systems, people use their intuition and sense or judgment. They do nol
override automated systems systematically (i.e., based on preestablished
criteria), ror ir they did, then the overriding runction itselr could become
automated, and the automatic overriding system may itselr be overriden, ad
infinitum! In this endless regression, at some point, the human judgment
which operates outside the automation sphere will come into play. It is
precisely this situation that we have characterized as the human element.
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